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Large language models (LLMs) such as ChatGPT have shown remarkable capabilities in code generation.
Despite significant achievements, they rely on enormous training data to acquire a broad spectrum of open-
domain knowledge. Besides, their evaluation revolves around open-domain benchmarks like HumanEval,
which primarily consist of programming contests. Therefore, it is hard to fully characterize the intricacies
and challenges associated with particular domains (e.g., Web, game, and math). In this article, we conduct
an in-depth study of the LLMs in domain-specific code generation. Our results demonstrate that LLMs
exhibit sub-optimal performance in generating domain-specific code, due to their limited proficiency in
utilizing domain-specific libraries. We further observe that incorporating API knowledge as prompts can
empower LLMs to generate more professional code. Based on these findings, we further investigate how to
effectively incorporate API knowledge into the code generation process. We experiment with three strategies
for incorporating domain knowledge, namely, external knowledge inquirer, chain-of-thought prompting, and
chain-of-thought fine-tuning. We refer to these strategies as a new code generation approach called DomCoder.
Experimental results show that all strategies of DomCoder improve the effectiveness of domain-specific code
generation under certain settings.
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1 Introduction
Large language models (LLMs), such as ChatGPT, have demonstrated remarkable proficiency
in various coding tasks [16, 31], including code generation [8, 34], software testing [42], program
repair [7], and code refinement [12, 15].

Despite their remarkable performance, current LLMs for code generation heavily rely on enor-
mous training data to acquire a broad spectrum of open-domain knowledge. Notably, the evaluation
of present LLMs typically revolves around open-domain benchmarks like HumanEval [8] and MBPP
[3], which primarily consist of programming contests (e.g., sorting, dynamic programming), and
while they showcase the capabilities of LLMs in certain aspects, they do not fully represent the
intricacies and challenges associated with real-world code generation scenarios [18, 27].

In this article, we explore a more demanding code generation scenario, focusing on domain-
specific code generation. We define domain-specific code as source code that is tailored specifically
for and can only be applied to a particular domain (e.g., Web and game), typically developed using
domain-specific frameworks (e.g., HTTP, RPC, Unreal). Unlike general-purpose code, domain-
specific code presents distinct challenges due to the scarce availability of code corpora tailored to a
specific domain.This scarcity is not just about the limited amount of training code available; rather, it
highlights the relative rarity of domain-specific training data compared to the extensive pre-training
data that spans multiple domains. As a result, LLMs may be short of expertise in these specific
domains. This scarcity presents a significant obstacle to the task of generating domain-specific
code.

We aim to answer the following major questions: (1) How effective are LLMs such as ChatGPT on
domain-specific code generation? (2) How to effectively prompt LLMs to produce domain-specific
code? In addition, noticed that it is not always straightforward to guide LLMs on domain-specific
code repositories, we also explore the following research question (RQ): (3) Can we enhance
code generation models for a particular domain? Specifically, how to efficiently integrate domain
knowledge into code generation models to enable them to excel in domain-specific code generation
tasks?

To answer these questions, we constructed a domain-specific code dataset that involves two
distinct domains and two programming languages: Web development in Go and game development
in C++. To ensure that the code belonged to the domain we were interested in, we specifically focus
on six prominent industry libraries within the chosen domains, namely, Gin, Prometheus, gRPC-go,
Unreal Engine, Cocos2d-x, and Bgfx. We curate relevant repositories from GitHub, employing a
filtering process that selects code functions utilizing the aforementioned domain libraries.

We first investigate the abilities of several LLMs (ChatGPT [2], PolyCoder [51], and CodeLlama
[39]) in specific domains by comparing their performance on general-purpose code corpora and
domain-specific code corpora. Our analysis reveals that although LLMs have made remarkable
advancements in generating code for open-domain applications, their performance degrades sharply
when applied to specific domains. For ChatGPT, the CodeBLEU score drops by 51.48% on average.
We particularly notice that this is often caused by a lack of domain knowledge, particularly the
misuse of third-party libraries.

We then investigate how to effectively prompt LLMs using domain knowledge. We design several
basic knowledge-based prompts and use them to elicit ChatGPT, the most popular LLM for code
generation. We experimented with different combinations of the basic prompts to study how
different types of prompts influence the performance of domain-specific code generation. We
observe result improvement consistently on all library-specific datasets when using knowledge-
enhanced prompts such as API sequences and docstrings compared to using the plain function
signature prompt.
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Based on these findings, we propose a new method called DomCoder for domain-specific code
generation. DomCoder integrates domain knowledge into the code generation process of LLMs
through three strategies, including (1) inquiring an external knowledge GPT (kg-GPT), (2) chain-
of-thought prompting (CoT-PT), and (3) chain-of-thought fine-tuning (CoT-FT). Kg-GPT
trains an external API enquirer based on GPT. Given a function signature, it predicts the API call
sequence and uses it to prompt LLM to complete the function body. In the chain-of-thought
(CoT) strategies, we conceptualize a domain function as a series of sequential states, where each
state corresponds to a sub-activity related to an API call to a third-party library. We simulate
a CoT process during code generation: At each step, the model generates a “knowledge state”
suggesting relevant APIs and a “task state” describing the intended action to be performed. A
knowledge state is predicted based on the history of preceding steps, acting as a guide for the code
generation at the current step and augmenting domain-specific knowledge. The process continues
until the entire programming task is completed. We implement two distinct variants of the CoT
strategies, encompassing both the zero-shot and fine-tuning paradigms. Concerning zero-shot code
generation (CoT-PT), we sequentially predict APIs using kg-GPT and leverage each API prediction
to prompt subsequent states in the sequence. In the fine-tuning setting (CoT-FT), we enrich each
of the primary training functions by injecting pre-processed knowledge states. These enriched
functions are then used to fine-tune LLMs in an end-to-end fashion.

We apply these strategies on the state-of-the-art code LLMs such as PolyCoder [51], StarCoder
[23], and CodeLlama [39] under both zero-shot and fine-tuning paradigms. Our experimental results
show that all strategies of DomCoder improve the effectiveness of domain-specific code generation
under certain settings.

The major contributions of this article are summarized as follows:

—An empirical study on the ability of LLMs for domain-specific code generation.
—An investigation of the effectiveness of various prompts for LLMs to generate domain-specific
code.

—A new approach to integrate domain knowledge into LLMs for code generation.
—A thorough discussion about the implication of our findings and future research directions.

2 Related Work
2.1 Code Generation
Code generation aims to automatically synthesize programs conditioned on programming lan-
guage context and/or natural language descriptions [4, 8, 51], therefore increasing productivity
for developers. Recently, LLMs for code generation have gained significant popularity due to their
impressive performance. The state-of-art models are based on GPT, due to their auto-regressive
nature, which is suitable for generative tasks where the model predicts the next tokens given the
previous context.

General-purpose LLMs exhibit strong code-generation capabilities. These models include GPT-
Neo [5], GPT-J [47], and GPT-NeoX [4]. One representative model is OpenAI’s ChatGPT [2], a
model designed for conversation tasks and supported by a family of backbone models including
gpt-3.5-turbo and GPT-4. It is trained on WebText [36], OpenAI’s internal corpus collected from
Web pages.

There are also many LLMs designed for code-related tasks that are trained on large publicly
available code corpora such as the GitHub repositories. For example, Codex [8] is a GPT language
model aimed at synthesizing Python programs from docstrings. CodeParrot [44], CodeGen [34],
CodeGeeX [56], PolyCoder [51], StarCoder [23], and CodeLlama [39] also belong to this category.
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Compared to our works, they mainly focus on general-purpose code generation rather than specific
domains.

2.2 Prompting LLMs
With the capability of natural language understanding and generating, LLMs can be prompted to
perform a wide range of downstream tasks, such as question answering (QA) [9], security [55],
and programming [14, 48]. Like fine-tuning, prompting is also a means of transferring pre-trained
models to a certain downstream task [19]. When it comes to large models such as GPT-4, prompting
is often preferred as it does not require a large amount of training resources.

Prompts can be broadly classified into two categories: soft prompts and hard prompts. Soft
prompts are continuous vectors that can be optimized by training. For example, Li and Liang
[24] and Lester et al. [20] explored prompt tuning for learning soft prompts. Hard prompts are
interpretable text tokens that describe the task and may include exemplars. For example, Reif et al.
[37] augmented discrete text prompts to provide more detailed descriptions. Recently, CoT-PT [49]
has emerged as a prevalent way to engage LLMs on specific tasks. CoT-PT has leveraged exemplars
with intermediate steps to enhance the reasoning capabilities of LLMs in complex reasoning tasks.

The use of prompting techniques has also been extended to code generation [10, 11, 25, 48].
Some researchers optimize the prompting patterns. Liu et al. [25] and White et al. [50] investigated
various prompt templates for ChatGPT. Someworks enhance prompting by incorporating contextual
information. For example, Liu et al. [25] added to the prompt optimization template extra context
such as Java Class information. Li et al. [22] introduced test cases and API information to retrieval-
based prompts.

While previous studies have used a function as the unit of prompting, our study focuses on more
fine-grained knowledge integration strategies by injecting CoT prompts into sub-steps during the
code generation process.

2.3 Code Generation with Domain Libraries
Recently, code generation utilizing domain libraries has attracted research attention, and there
have been numerous works focused on incorporating knowledge into code generation models [28,
53]. For example, Zan et al. [53] propose a retrieval-then-coding framework where an API retriever
first identifies useful APIs and an API Coder generates code using these APIs. Shrivastava et al. [41]
introduce domain-specific knowledge in the prompt design process. They present the Repo-Level
Prompt Generator framework, which generates example-specific prompts for LLMs.This framework
incorporates context from entire repositories. Liu et al. [28] introduce CodeGen4Libs, a technique
specifically designed for library-oriented code generation. CodeGen4Libs first generates import
statements and then concrete code. Zan et al. [54] leverage the fact that library-oriented code
snippets often share similar code sketches. They propose a strategy involving a sketcher and a
generator trained on unlabeled data. The sketcher generates library-oriented code sketches, and
then the generator predicts code snippets based on them.

Our work differentiates itself from existing studies by exploring deeper integration of domain
(API) knowledge into the code-generation process. For example, we propose a GPT-based API
recommender that generates API knowledge prompts for LLMs. We also formulate code generation
as a CoT process and integrate APIs in each internal coding state. Besides, we provide an in-depth
analysis of the knowledge gap of LLMs in generating domain code.

2.4 Studies on Code Generation with LLMs
In addition to our research, numerous empirical studies have explored code generation with LLMs
[26, 29, 30, 45]. For instance, Vaithilingam et al. [45] conducted a user study to understand how
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Table 1. Statistics of Domain-Specific Libraries

Library Language Domain Description Popularity # Train functions

Gin Go Web development Web framework featuring Martini-like APIs 69.5k stars 21,161
gRPC-go Go Web development Remote procedure call across data centers 18.3k stars 129,803
Prometheus Go Web development Client library for application instrumentation 9.1k stars 11,708
Unreal Engine C++ Game development Real-time 3D game engine - 184,808
Cocos2d-x C++ Game development Cross-platform 2D game framework 17.2k stars 27,119
Bgfx C++ Game development Cross-platform rendering library 13.1k stars 12,285

programmers use and perceive LLM code generation tools. They found that while Copilot reduced
the need for online searches, it introduced new challenges in code understanding, editing, and
debugging. Mastropaolo et al. [30] evaluated the robustness of existing code-generation LLMs,
discovering that developers using different wordings to describe the same code received varying
recommendations. Liu et al. [26] hypothesized that existing benchmarks, which rely on curated
synthesis problems and test cases, may be insufficient for fully assessing the functional correctness
of generated code. They proposed EvalPlus, a code synthesis evaluation framework designed to
rigorously benchmark the functional correctness of LLM-generated code. More recently, Liu et al.
[29] conducted a systematic empirical assessment of the quality of code generation using ChatGPT,
revealing potential issues and limitations in ChatGPT-based code generation.

Our research stands out from previous studies in both its scope andmethodologies.Whereasmany
related studies focus on evaluating the quality and usability of generated code and challenge existing
benchmarks, our work emphasizes a crucial aspect of code language models: their proficiency in
generating domain-specific code. Specifically, we concentrate on how well LLMs acquire and utilize
domain-specific libraries and their overall effectiveness in applying domain knowledge.

3 Experimental Evaluation
In this article, we conduct an empirical study of LLMs on domain-specific code generation. Specifi-
cally, we aim to address the following RQs:

RQ1: How effective are LLMs in domain-specific code generation?
RQ2 : What are effective methods for prompting LLMs to produce domain-specific code?

3.1 Data Collection
To evaluate LLMs on domain-specific code generation, we collect data from the public repositories
on GitHub that involve certain domains. As the domain is not usually explicitly labeled in GitHub
repositories, we track the domain of each function through the third-party libraries they utilize. We
consider two popular domains in our experiments, includingWeb and game development.The third-
party libraries of these two domains are clear for identification. For each domain, we investigate
three libraries provided by a giant Internet company, voted as the most commonly used in their
domain applications. Table 1 shows the details of all libraries, including the languages, domains,
descriptions, and popularity represented by GitHub Stargazer counts. For Web development, we
chose three libraries in the Go language, including Gin, gRPC-go, and Prometheus. Gin (gin-
gonic/gin) is a Web framework that features a Martini-like API with better performance. gRPC-go
(google.golang.org/grpc) is an implementation of gRPC, a high-performance, general-purpose,
open source RPC framework designed by Google. Prometheus (prometheus/client_golang) is a
client library for instrumenting Go applications. It has two separate parts, one for instrumenting
application code and one for creating clients that talk to the Prometheus HTTP API.

ACM Transactions on Software Engineering and Methodology, Vol. 34, No. 3, Article 78. Publication date: February 2025.



78:6 X. Gu et al.

For game development, we chose three C++ libraries: Unreal Engine, Cocos2d-x, and Bgfx.
Unreal Engine is a real-time 3D game development engine widely used in the industry. With solid
network support, it can be used to create multi-player online games that require high performance
and low latency. Cocos2d-x is an open source multi-platform C++ framework for building graphical
applications, especially 2D games. It works on platforms including iOS, Android, macOS, Windows,
and Linux. Bgfx is an open source cross-platform rendering library that can be used with graphic
libraries to build game frameworks.

The detailed data collection process is as follows. We first filter all publicly available repositories
with above 50 Stargazer counts by the target language (e.g., Golang) using the GitHub repository
search API.1 Then, for each repository filtered, we use the GitHub code search API to check if it
contains the library name which must be imported, and if so, retrieve all program files that contain
the library name. We extracted and de-duplicated all functions from the collected files, then filtered
out those with an empty function body. We also leave out functions with simple names such as
main or init, as they do not contain sufficient context information about the functionality of the
code. The statistics of our final dataset are shown in Table 1.

3.2 Evaluated Language Models
We investigate three LLMs: ChatGPT [2], CodeLlama [39], and PolyCoder [51]. They are all widely
used for code generation.

ChatGPT [2] is a popular LLM that performs generation tasks in the dialogue format. The model
also has demonstrated superb ability in coding. ChatGPT involves a family of backbone models.
We chose the most widely used version gpt-3.5-turbo to experiment with. The model has around
154B parameters. Since it is not open sourced, we connect to the model through the official API
provided by OpenAI2 once at a time, then retrieve the code segment from its response text.

PolyCoder [51] is a well-established open source model based on GPT-2 and trained on GitHub
code. The model demonstrates competitive performance to GPT-3 counterparts. We use the released
pre-trained checkpoint PolyCoder-7B.3
CodeLlama [39] is the state-of-the-art language model for code generation. CodeLlama is built

upon Llama 2, by further training on code-specific datasets. The model involves four sizes with 7B,
13B, 34B, and 70B parameters, respectively. We use the 7B model, which can be served on a single
GPU while showing efficient and accurate performance on code completion.

For each model, we set the maximum generation length to 256.

3.3 Evaluation Metrics
We did not adopt the widely used pass@k (the passing rate of generated code on test cases) [8]
for evaluation. The rationale behind this choice is rooted in the distinctive nature of the domain-
specific functions we investigate. Unlike programming contests in existing benchmarks [8, 34],
domain-specific functions tend to be notably intricate, often interrelated with multiple functions,
designed for specific platforms, or reliant on a lot of third-party libraries. It is too rigorous to
have all of them executable, even with powerful LLMs. For example, our preliminary experiments
indicate that even ChatGPT achieves a 0% pass rate out of 200 samples when attempting to pass
their test cases. Furthermore, testing them necessitates the labor-intensive task of manually crafting
hundreds of test cases, thoroughly constructing multiple functions, and configuring reliant libraries

1https://docs.github.com/en/rest/search?apiVersion=2022-11-28
2ChatGPT: https://platform.openai.com/docs/api-reference
3PolyCoder: https://huggingface.co/NinedayWang/PolyCoder-2.7B
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Table 2. The Code Generation Performance of LLMs on Open-Domain and Domain-Specific Datasets

General-purpose Code-oriented

Dataset ChatGPT-3.5-154B CodeLlama-7B PolyCoder-2.7B

BLEU CodeBLEU BLEU CodeBLEU BLEU CodeBLEU

Open-domain datasets
HumanEval 39.00 30.05 18.13 17.99 22.22 13.81
CodeSearchNet (Golang) 11.16 25.29 16.14 19.63 15.97 19.56
Domain-specific datasets
Gin 5.81 17.73 8.47 18.07 8.13 17.05
Prometheus 1.75 12.17 1.79 13.13 1.77 12.11
gRPC-go 2.53 12.15 57.61 60.39 55.36 57.52
Unreal Engine 5.22 10.57 0.73 10.21 0.94 9.87
Cocos2d-x 3.71 12.92 16.76 25.87 13.83 23.83
Bgfx 0.86 8.09 0.55 7.72 0.76 7.16

and platforms, which is an impractical endeavor. Given these inherent complexities and limitations,
conducting evaluations based on real executions is infeasible.

Therefore, in our study, we have chosen to utilize other popular metrics such as BLEU and
CodeBLEU, which have also been employed by related works on code generation [21, 28]. BLEU
[35] measures sequence similarity by calculating their n-gram matches. CodeBLEU [38] is a metric
based on BLEU, adjusted for code evaluation, which introduces syntactic and semantic similarities
into comparison. We compute both metrics using the scripts provided by the CodeXGLUE paper.4

3.4 RQ1: Effectiveness of LLMs in Domain-Specific Code Generation
3.4.1 Methodology. In this RQ, we investigate the capabilities of LLMs in specific domains. We

focus on the code completion scenario, wherein an LLM is presented with a function signature as
a prompt, and its objective is to complete the function body. Previous work has indicated that a
good function signature already provides enough information to illustrate its functionality [13].
Another reason for not including Natural Language (NL) requirements in the prompt is that the
domain-specific code we collected contains only a small portion (<5%) of code that contains NL
requirements.

We sampled 500 functions from each library-specific dataset we collected (Section 3.1) for the
completion. We compare the model-generated code against the ground-truth one in the original
function and compute the evaluation metrics.

We compare the quality of LLM-generated code in the domain-specific dataset to that in open-
domain (general-purpose) datasets and then analyze the performance gap. We use HumanEval
and CodeSearchNet (Golang) [17] as the open-domain code corpora. HumanEval is a widely used
benchmark for evaluating code generation models [8, 34]. CodeSearchNet is a benchmark for
evaluating code comprehension tasks. The benchmark was collected from miscellaneous projects
in GitHub and was processed unbiasedly.

3.4.2 Quantitative Results. Table 2 shows the quantitative results. Overall, all three models
demonstrate a decline in performance on domain-specific datasets compared to open-domain
datasets, which conforms to our hypothesis. For ChatGPT-3.5, the average BLEU score on

4https://github.com/microsoft/CodeXGLUE/tree/main/Code-Code/code-to-code-trans/evaluator/CodeBLEU
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Fig. 1. Code examples generated by ChatGPT.

domain-specific datasets drops by 70.35% compared to the score on CodeSearchNet, while the
average CodeBLEU drops by 51.48%.

We have noted that non-popular libraries (such as Prometheus) tend to experience a more
significant performance decline compared to others. This is likely due to the fact that there is
less open source code that utilizes the domain-specific library available for LLM training. On the
contrary, gRPC-go and Cocos2d-x exhibit exceptionally high performance in code-oriented LLMs.
Upon manual examination, we observe monotonous code patterns in functions that utilize these
two libraries, such as gRPC server handler functions and Cocos2d-x interface functions from C++
to Lua. Such repetitive knowledge is more easily learned by the models.

Notably, ChatGPT outperforms the code-oriented LLMs in the open-domain dataset. This phe-
nomenon can be explained by the fact that general-purpose LLMs are trained on a vast amount
of diverse data, which enables them to learn a broad range of knowledge. This makes them better
suited for open-domain tasks requiring a more general language understanding.

3.4.3 Qualitative Results. To find out which aspects of the models fall short of domain-specific
code generation, we also qualitatively examined the ChatGPT-generated code manually. We ran-
domly sample 200 functions from the library-specific dataset. For each function, we use the function
signature as a prompt and let ChatGPT complete the function body. We check if the generated code
has implemented the desired functionality as in the original reference code, and we pay particular
attention to the invoke of domain libraries.

Overall, of the 200 model-generated functions sampled, we observed that 32 functions were
correct (16%), 37 implemented functionality completely different from the reference code (18.50%),
52 had problems with API misuse (26%), and 79 had problems with missing APIs (39.50%). We
hereby summarize common mistakes that appear in the model-generated code (Figure 1).

(1)Misused API Calls.The generated code is similar in format to the reference code, but the actual
functionality is incorrectly implemented due to wrong API calls, we refer to this kind of mistake
as misused API calls. An example is shown in Figure 1(a). The reference function RegisterRouter
registers an HTTP API router, with a gin.RouterGroup object passed as a parameter. The correct API
to be called is router.Group, which returns a router group for later use, while the model-generated
code used router.GET, which is also an API of the Gin library, but conducts a different activity:
handling a GET request.Therefore, the generated code functionality is inconsistent with the demand
given by the function signature.
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(2) Missing API Calls. In some cases, we observed the model-generated code is missing one
or several APIs compared to the reference code, resulting in a deviation of the implemented
functionality from the expected functionality. We refer to this issue as missing API Calls. As shown
in Figure 1(b), the reference code invokes gin.Con text.HandlerName to retrieve a name for the
handler and passes it as a parameter to app.StartTransaction. While in the model-generated code,
this API call is missing, leading to wrong parameters for the next API call.

In summary, most of the mistakes in domain-specific code generation are related to API misusage,
leading to our conclusion that existing LLMs are unfamiliar with the API usages of certain domain-
specific libraries.

Finding 1: LLMs exhibit sub-optimal performance in generating domain-specific code, specifically
due to their limited proficiency in utilizing domain libraries.

3.5 RQ2: Prompting LLMs for Domain-Specific Code Generation
Based on the evaluation results in RQ1, we have found that LLMs underperform in the domain-
specific code generation task, which we attribute to LLMs’ lack of domain-specific knowledge by
observation. Therefore, we assume that incorporating domain-specific knowledge into LLMs can
improve the quality of code generation. In the view of programming, domain knowledge typically
refers to the usage of third-party libraries or packages, namely, API documentation. For instance, in
Web development using Golang, the GinWeb framework is commonly used to enhance productivity
and performance. The details of the Gin API, such as the names and descriptions of its functions,
are examples of domain-specific knowledge.

Another question is how to incorporate domain knowledge into LLMs. As a direct and cost-
effective method, prompting has emerged as one of the most popular ways to engage with LLMs [6,
25, 50]. It provides LLMs with a few instructions such as intentions, demonstration examples, and a
CoTs, thereby enabling LLMs to produce desired outcomes. We hypothesize that by formulating
domain knowledge as prompts, we can effectively induce LLMs to generate domain-specific code
more proficiently.

Therefore, in RQ2, we investigate how to effectively prompt LLMs using domain knowledge and
how different forms of prompt impact the performance of domain-specific code generation. To
address this, we designed several basic knowledge-based prompts and used them to elicit ChatGPT,
themost popular LLM for both text and code generation. ChatGPT also demonstrates a superb ability
in understanding human prompts; hence, it is easier to showcase the effects of different prompts.
We study the effect of each kind of knowledge prompt separately. Moreover, we experimented
with different combinations of the basic prompts to study how the order of knowledge elements
can affect the code generation quality and how different types of knowledge can complement
each other.

3.5.1 Prompt Design. We regard the function signature as a plain prompt without any knowledge
injection. Apart from this, we designed three types of knowledge-based prompts to enhance the
code generation quality:

(1) Library import prompt: a phrase specifying the third-party library to be used.
(2) API prompt: a list of APIs to be called to implement a function, retrieved from the ground-truth

code.
(3) Docstring prompt: the natural language descriptions of the APIs, retrieved from the library

documentation.
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Table 3. Examples of Knowledge-Enhanced Prompts

Prompt type Example

Basic prompts
Function signature Complete this function: func Routes(r *gin.Engine)

Library import Complete this function using gin: func Routes(r *gin.Engine)

API Complete this function using gin.RouterGroup.Use: func Routes(r *gin.Engine)

Docstring gin.RouterGroup.Use adds middleware to the group.

Complete this function: func Routes(r *gin.Engine)

Combined prompts
API + docstring Complete this function using gin.RouterGroup.Use.

gin.RouterGroup.Use adds middleware to the group. func Routes(r *gin.Engine)

Docstring + API gin.RouterGroup.Use adds middleware to the group.

Complete this function using gin.RouterGroup.Use: func Routes(r *gin.Engine)

Table 4. Results of Prompting ChatGPT for Domain-Specific Code Generation (CB Denotes CodeBLEU)

Gin Prometheus gRPC-go Unreal Engine Cocos2d-x Bgfx
Prompt type BLEU CB BLEU CB BLEU CB BLEU CB BLEU CB BLEU CB

Function signature 5.81 17.73 1.75 12.17 2.53 12.15 5.22 10.57 3.71 12.92 0.86 8.09
+ Library import 6.08 17.83 3.37 15.12 5.44 16.93 5.79 11.27 5.37 14.68 1.02 8.79
+ API 14.86 26.69 7.18 20.51 22.24 31.84 14.78 18.34 14.18 22.35 1.39 11.32
+ Docstring 14.56 27.04 7.04 20.78 22.07 31.74 14.58 18.35 14.06 22.35 1.33 11.40

+ Docstring 5.57 17.78 1.94 12.31 2.54 12.33 5.32 10.41 3.57 12.93 0.88 8.38
+ API 13.64 25.94 6.95 20.48 22.08 31.64 14.12 17.74 14.00 22.24 1.23 11.03

Numbers in bold denote the best results.

We also constructed two combined knowledge-based prompts: API + docstring and docstring +
API. To illustrate, we provide examples of each type of knowledge-enhanced prompt for ChatGPT-
based code generation in Table 3.

3.5.2 Results. Table 4 shows the performance of ChatGPT on library-specific datasets under
various prompt types. We use plain function signatures as a baseline and experiment with each
knowledge-enhanced prompt.

We observe result improvement on library-specific datasets when using knowledge-enhanced
prompts such as library indication and API name sequence compared to using the plain function
signature. Comparing the results of basic prompts, API sequence demonstrates a significant im-
provement, whereas library import and docstring exhibit relatively modest enhancements. The
API name sequences are closer related to the code content and have a more direct effect on code
generation. In contrast, the library import prompts do carry concise and useful information, but
in meager quantity. The API docstrings contain implicit knowledge in natural language, different
from the target programming language, which could be indirect. Furthermore, we observed that the
presence of docstrings alongside APIs does not consistently enhance performance when compared
to using APIs alone, despite occasional cases where such combined prompts achieve the highest
scores. This discrepancy may be attributed to the long text of the docstrings, which sometimes
hinders the comprehension of APIs when incorporated into the prompt.

For two combined prompts that have the same knowledge elements but in a different order, we can
see they have similar results for code generation enhancement, but API sequence + docstring prompt
is slightly better, indicating that the orders in which knowledge is organized do affect the results.
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Finding 2: The performance of domain-specific code generation can be improved by prompting
LLMs with domain knowledge, particularly the usage of domain libraries.

4 Code Generation with Domain Knowledge Integration
In the previous RQs, we have demonstrated that injecting API knowledge into prompts has a
positive effect on code generation. However, in real-world application scenarios, the model needs to
perform the prediction based on the input code context alone, which does not contain any prior API
knowledge. This sparks an idea of automatically incorporating knowledge into code generation:
We can extend code LLMs by constantly inquiring about API knowledge from a knowledge base
and using it to prompt the next code fragments. In this section, we experiment with three strategies
to integrate knowledge into code-generation LLMs and compare their effectiveness. Specifically,
we aim to address the following RQs:

RQ3: How to effectively integrate domain knowledge in the code generation process?

—RQ3.1: Is API recommendation useful for automatically prompting LLMs to generate domain-
specific code?

—RQ3.2: Is CoT useful for automatically prompting LLMs to generate domain-specific code?
—RQ3.3: By fine-tuning, can we further enhance the effectiveness of CoT for LLMs?

We introduce the three experimental strategies in the following sections and then present our
empirical results.

4.1 Prompting LLM by Inquiring External Knowledge
Perhaps the most straightforward approach for injecting knowledge into a code LLM is to train an
external knowledge inquiring model named kg-GPT. This strategy consists of two modules, one for
API knowledge inquiry and the other for code generation, as illustrated in Figure 2(a). Given the
input function signature, the API knowledge inquirer recommends a sequence of possible APIs
that could be used to implement a function. Then, the LLM takes the predicted API sequence and
the input function signature as a prompt to generate the function body.

The API inquirer is realized as a GPT trained using causal language modeling, and each training
sequence is composed of a function signature and its corresponding API usages. In this way, it
can generate a list of APIs by predicting the next sequence when given the function signature as a
context. To introduce the domain-specific API knowledge, we add the predicted API list as a line of
comment above the function signature, forming a combined prompt. We then feed the hint to the
LLM, which generates the function body. Owing to the API knowledge in the prompts, it inclines
to generate code containing the recommended APIs.

4.2 Prompting LLMs with CoT
While kg-GPT accomplishes the initial goal of incorporating domain knowledge into LLMs, it does
so in a shallow fashion. We hypothesize that a more fine-grained integration of domain knowledge
into the generation process has the potential to improve the overall generation performance.
Inspired by the CoT-PT [49] for LLMs, we experiment with the second strategy that incorporates
knowledge into the code generation process in a CoT manner.

4.2.1 Programming as a CoT Process. To deal with a complex task, one often adopts a multi-step
thinking strategy, which is to break down the original task into a series of sub-tasks and solve them
step by step. This thinking process is known as CoT [49]. CoT-PT has been proven to be effective in
improving the reasoning capabilities of LLMs [19, 40].
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Fig. 2. Illustration of the three experimented strategies for knowledge integration.

Like reasoning, programming is also a task that requires careful logical thinking [52]. When faced
with a programming task to implement a complex requirement, one often thinks in a CoT manner
[10]. This is natural since a complete code segment (e.g., a function) can usually be decomposed
into multiple sub-activities [43], each containing one or a few statements. We refer to a sub-activity
as a step in the coding process. At each step, one decides what action should be taken based on
former contexts and how it should be implemented. For domain-specific code, this decomposition
of activities is much related to API calls of third-party libraries [32, 33]. An API acts like an
intermediary, providing developers with functionality implemented by a third-party library. One
statement calling an API can be regarded as a separable sub-activity.

Having formulated code generation as a chain of thinking steps, we attempt to integrate knowl-
edge into each step through prompting. We introduce knowledge states to simulate the implicit
states in the thinking process. A knowledge state corresponds to a short code sub-segment, it
consists of an API state and a task state. The API state suggests one or more APIs to be used
to accomplish this sub-task, and the task states describe the action to be performed. Combined
together, they summarize the chain of operations bound to each step.

The generation process involves three sub-tasks: understanding current input, including formerly
written code and corresponding states, predicting the next knowledge state, and generating the next
code snippet. The three steps are executed in a loop until we have generated a complete function
body or the maximum generation length is reached.

Figure 3 shows an example of a function generation process in a CoT manner. We take a
function signature as input, where the function name HandleGetRequest indicates that the re-
quirement is to handle GET requests, and the parameter c *gin.context points to the Gin library.
Based on the input, the model generates code step by step. At step 0, it first predicts the API
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Fig. 3. A CoT view of code generation.

state gin.Context.Query and the task state get the request parameter. The states suggest that
the following code should perform the task of retrieving the request parameter using the API
gin.Context.Query. Then conditioned on the code history (which is the function signature for
step 0) and the current state, the model generates code for step 0, param := c.Query(“param”).
Similarly, the model continues to recursively predict code with the states at each step, until the end
of the function is reached. If no API is required, we mark it as an empty state and simply skip the
API prediction for this step.

4.2.2 Overall Design. Figure 2(b) illustrates the design of this strategy. It consists of two modules,
one for prompt generation and the other for code generation. The prompt generator is realized
with an external knowledge enquiring model kg-GPT as shown in Figure 2(a), it predicts the next
possible API based on the API state history or input function signature. For each step, the prompt
generator predicts an API state based on the state history. The corresponding API docstring is
appended as the task state. The generated API and task states are combined with the code history
and used as a prompt for the LLM, which then predicts code for the current step.

4.3 CoT-FT
When prompting with CoT, the prompt generation module relies only on API state history for
prediction, which lacks information on code syntax and structure, affecting the prediction accuracy.
To improve the quality of predicted APIs, we experiment with the third strategy to predict API
state conditioning on code history, namely, CoT-FT, as illustrated in Figure 2(c). In this strategy, we
combine all sub-steps together and fine-tune a single language model in an end-to-end fashion. For
each function, we construct a training sequence, which consists of a user input function signature
and an output code segment decomposed as = steps. At a step C , the model reads the history �C−1,
then generates a knowledge state  C and a code snippet �C , concatenated as (C = [ C ,�C ]. The
history includes the user input �0 and all previously generated C−1 steps [(0, (1, ...(C−1]:

�C−1 = [�0, (0, (1, ...(C−1] .

Conditioned on the history, the model first predicts a knowledge state  C , which consists of an API
sequence and a task description:

 C = !" (�C−1).
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Table 5. Examples of API Knowledge

API name API docstring

gin.BasicAuth Returns a Basic HTTP authorization middleware
gin.Context.Abort Prevents pending handlers from being called
gin.Context.JSON Serializes a given struct as JSON

This knowledge state is then appended to the history, forming a complete context. The model
conditions on this input to generate code for step C :

�C = !" ( [�C−1,  C ]).

Combining each step, the overall code generation process is shaped as

 0,�0,  1,�1, ... =,�= = !" (�0).

After removing the states, the final generated code is obtained:

� =�0,�1 ...�= .

We adopt the end-to-end training method by combining all steps as a single training sequence
and fine-tuning a causal language model (i.e., Transformer decoder) [46]. A complete training
sequence is concatenated by one user input and all sub-sequences, shaped like [�0, (0, (1 ... (=]. By
causal language modeling, the model is trained to predict the probability of the next token based
on all former tokens. In this way, we can model the joint probability over the entire sequence.

4.4 Experimental Setup
Collecting API Knowledge. To evaluate code generation with domain knowledge, we extend the
domain-specific dataset for RQ1 and RQ2 (Section 3.1) with domain knowledge. We are concerned
with knowledge about certain libraries, including the APIs and their corresponding natural language
docstring, organized in a dictionary format. As Table 5 depicts, an API name is a unique identifier
of a specific function in a third-party library, and an API docstring provides a supplementary and
more detailed explanation of its behavior.

We obtain API calls from the collected functions in the original dataset. For each function, we
parse the code using tree-sitter.5 We identify all <variable name, variable type> pairs in a function
from the parameter definition and variable declaration statements; if the variable type is a struct
or a class defined in the target library, we mark the corresponding variable as targeted. We then
identify all call expression statements and extract the names of the called function. If the call
expression contains our target package/class identifier or the called function is initiated by a target
variable, we mark it as a target API. API names are then used as queries to retrieve document
strings from the knowledge base.

We obtain API docstring either from the API documentation or from the library source code.
For libraries with comprehensive official API reference documentation, including Unreal Engine,
Cocos2d-x, and Bgfx, we extract knowledge directly from the document by crawling the Web
page, then keep the pairwise API declarations and descriptions. For libraries without a document,
including Gin, gRPC-go, and Prometheus, we use tree-sitter to parse the source code of the library,
extracting each function with a corresponding docstring if there exists one. We use the function
name as the API name and docstring as the API description.

5https://tree-sitter.github.io/tree-sitter/
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TheparsedAPI calls and docstrings are integrated into each function for the CoT-FT. To implement
knowledge integration while conforming to the programming language format, we add the API
call and docstrings as comments above each corresponding call expression statement.

Backbone Models. We employ PolyCoder [51], StarCoder [23], and CodeLlama [39] as backbone
LLMs, which are well-established open sourcemodels trained on GitHub code. Considering our com-
putational resources, all fine-tuning experiments were only carried out on PolyCoder. PolyCoder is
based on GPT-2, which is easy to develop and deploy. More importantly, it demonstrates compet-
itive performance to GPT-3 counterparts [51]. We employ the released checkpoint of pre-trained
PolyCoder-2.7B, StarCoder-15.5B,6 and CodeLlama-7B7 for all experiments. We implement the API
inquirer (kg-GPT) by employing a standard GPT-2 model with 12 layers and 768 dimensionality.
Training and Prediction. We train all models in a server with 8 Nvidia A100 (40 GB) GPU cards.

To fine-tune the backbone PolyCoder, we follow the hyper-parameter configurations in the original
paper [51], with a batch size of 32 and a learning rate of 1.64-4. We train the API inquirer with a
batch size of 16 and a learning rate of 54-5.

We randomly sample 500 functions from each dataset to conduct the prediction and evaluation.
For each function, we configure the model to generate new tokens until we either encounter the
termination token <EOF> or reach a maximum token length of 256, then truncate the output to
the end of the function. For the CoT models, we do not count the tokens occupied by knowledge
states in the overall length.

Comparison Methods. We compare our approach with all backbone LLMs in the zero-shot setting,
which refers to prompting the pre-trained checkpoint without any further fine-tuning. We also
compare DomCoder with a few-shot learning method proposed by Ahmed and Devanbu [1],
which prepend a few in-context examples in the LLM context. We randomly sample 10 in-context
examples that invoke the same library to the target domain. Besides the zero-shot setting, we are
also concerned with the fine-tuning strategy of our method. Specifically, we compare DomCoder
(CoT-FT) with PolyCoder fine-tuned on the domain-specific dataset.

4.5 Results
The evaluation results for all methods and strategies are shown in Table 6. Under both the zero-shot
and the fine-tuning settings, BLEU and CodeBLEU scores rise when the model is knowledge-
enhanced, and the CoT-FT strategy reaches the best scores.

Under the zero-shot setting, both the kg-GPT and CoT-PT strategies improve the results, with
kg-GPT demonstrating better performance. API knowledge introduced by kg-GPT raised the BLEU
scores by 49.33% on average and the CodeBLEU scores by 9.82%. Under the fine-tuning setting, CoT
raised the BLEU scores by 17.10% on average and the CodeBLEU scores by 4.20%. Furthermore, we
can see that the performance is improved more significantly on datasets with poor zero-shot results,
such as prometheus and Unreal Engine. Comparatively, the CoT-FT strategy provides modest
improvement, except for the CodeBLEU scores for some libraries such as gin and prometheus. Both
kg-GPT and CoT-PT incorporate API knowledge into the zero-shot PolyCoder, and the differences
in results could be attributed to their distinct knowledge-integration strategies. Kg-GPT predicts
all states of APIs at once, whereas CoT-PT predicts APIs incrementally based on historical states,
which do not contain information about code syntax and structure, resulting in unstable quality of
the predicted APIs.

Domain fine-tuning improves the results compared to zero-shot, as it allows the model to learn
about domain-specific code most straightforwardly. Still, by injecting the knowledge into training

6https://huggingface.co/bigcode/starcoder
7https://huggingface.co/codellama/CodeLlama-7b-hf
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Table 6. Performance of Various API Knowledge Integration Strategies (CB Denotes CodeBLEU)

Model Gin Prometheus gRPC-go Unreal Engine Cocos2d-x Bgfx
BLEU CB BLEU CB BLEU CB BLEU CB BLEU CB BLEU CB

PolyCoder (zero-shot) 8.13 17.05 1.77 12.11 55.36 57.52 0.94 9.87 13.83 23.83 0.76 7.16
+In-context learning [1] 8.18 16.36 2.01 12.57 55.54 57.11 0.96 0.98 13.27 23.00 0.83 7.24
+ DomCoder (kg-GPT) 9.91 18.16 2.29 12.76 56.87 58.30 1.26 10.20 15.33 24.09 0.78 7.34
+DomCoder (CoT-PT) 9.17 17.41 2.21 12.65 55.97 57.70 1.38 10.15 16.13 24.91 0.91 7.87
PolyCoder (fine-tuning) 20.62 27.18 5.88 17.11 62.97 63.37 1.57 11.10 27.65 32.67 1.01 11.80
+DomCoder (CoT-FT) 21.12 27.51 7.59 19.13 63.23 63.83 2.26 11.69 29.30 33.99 1.05 11.95
StarCoder (zero-shot) 8.46 17.55 1.68 12.37 58.69 60.09 0.58 9.00 14.08 23.56 0.80 7.21
+In-context learning [1] 7.11 17.32 2.00 12.75 58.12 59.07 1.14 10.76 18.62 26.55 1.12 7.93
+DomCoder (kg-GPT) 13.12 20.44 3.75 14.74 60.41 61.85 1.74 10.98 22.43 27.53 1.20 8.67
+DomCoder (CoT-PT) 12.46 19.77 3.32 13.66 59.91 61.25 1.64 10.96 20.78 25.81 1.17 8.42
CodeLlama (zero-shot) 8.47 18.07 1.79 13.13 57.61 60.39 0.73 10.21 16.76 25.87 0.55 7.72
+In-context learning [1] 8.22 18.58 2.69 13.87 59.35 61.49 0.81 10.35 17.90 27.06 0.60 8.47
+DomCoder (kg-GPT) 11.71 19.83 2.62 13.41 55.93 58.24 0.99 10.55 19.58 27.71 0.65 8.66
+DomCoder (CoT-PT) 11.75 19.90 3.07 14.58 56.03 58.69 1.15 11.15 16.39 25.16 0.57 8.21

Numbers in bold denote the best results.

Table 7. Performance of Kg-GPT in API Recommendation

Model Gin Prometheus gRPC-go Unreal Engine Cocos2d-x Bgfx
BLEUHitratio BLEUHitratio BLEUHitratio BLEUHitratio BLEUHitratio BLEUHitratio

PolyCoder 16.81 0.03 8.02 0.03 32.09 0.37 7.47 0.04 30.10 0.33 3.32 0.01
CodeLlama 21.64 0.06 12.42 0.04 36.92 0.38 9.50 0.07 35.91 0.36 6.73 0.03
Kg-GPT 46.48 0.36 27.16 0.20 52.67 0.67 16.48 0.09 57.24 0.50 34.25 0.28

Numbers in bold denote the best results.

data in a CoT fashion, the performance is raised to a higher level. We note that the improvement
that CoT-FT brings to PolyCoder is relatively marginal. Nevertheless, it demonstrates that the
proposed CoT knowledge integration is also useful in the fine-tuning mode despite still having
ample room for further improvement.

Note that, in most cases, BLEU scores are smaller than CodeBLEU scores. Particularly, in Unreal
Engine and Bgfx, CodeBLEU score is 10 times of BLEU score. It is caused by the metric design:
BLEU only evaluates the n-gram match, while CodeBLEU examines a combination of the n-gram
match, syntax match, and dataflow match. In practice, a low n-gram match could come with a high
syntax match and dataflow match, especially when the generated code has correct functionality
but different variable names.

As an essential part, we assess the accuracy of the APIs recommended by kg-GPT.This evaluation
holds significance since it influences the language model’s performance in code generation relying
on the suggested API sequences. We employ the same dataset outlined in Section 4.4 for training
the kg-GPT. We measure the quality of API recommendations using BLEU and Hit Ratio. The Hit
Ratio refers to the percentage of correctly recommended APIs out of the total number of predicted
APIs. A higher Hit Ratio indicates a better performance of the API recommendation by the kg-GPT.
For comparison, we provide the results of API recommendation by PolyCoder-2.7B. These results
are obtained by extracting API sequences from the predicted code by PolyCoder. The results are
presented in Table 7. We obverse that kg-GPT recommends domain API sequences with high
accuracy. For example, it achieves 10 times the accuracy in the Bgfx library in terms of BLEU score.
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Fig. 4. Examples of generated code.

4.6 Qualitative Analysis
We inspected the code generated by various methods and presented cases to illustrate their effec-
tiveness. Figure 4 presents an example of code generation by various methods.

We take a function using the Gin library as an example. As its name indicates, the reference
function ensures the logged-in status is False. It checks the logged-in status using gin.Context.Get
and aborts using gin.AbortWithStatus if it’s True.

For this function, we compare the results of all strategies. Among them, the CoT-FT strategy
generates the best result. Through step-by-step generation, it first predicts the task description and
API name as the knowledge state and then generates code to implement the task in the description
using the API. Since it correctly predicts the state at each step, it eventually generates the correct
code segment that meets the requirements. Comparatively, all other methods give more or less
erroneous results. For example, the code generated by the PolyCoder-FT called several APIs of the
targeted gin library, but none of them is correct, failing to fulfill the requirements.

Finding 3: The performance of domain-specific code generation can be improved through domain
knowledge integration in the generation process of LLMs.

4.7 Industry Study
To fully assess the effectiveness of DomCoder, we perform an in-house industry study on Tencent
Inc, a world-famous IT company. Our study focuses on the domain of messenger Apps (e.g., WeChat,
QQ) which are the predominant products of this company. We start by creating a survey about the
domain libraries that are mostly adopted by the developers in the group of messenger products.
Results show that an internal library called tRPC-go (https://github.com/trpc/trpc) ranked as the
most popular one that is utilized by the group. We therefore selected functions that utilize this
library and evaluate the performance of DomCoder in completing these functions. To ensure that
the selected functions are representative and distinct, we specifically chose functions containing
three to seven APIs. Functions with identical API sequences were clustered into groups. These
function groups were then sorted based on the number of functions they contained, in descending
order. From each class, we randomly selected one function. Additionally, we manually filtered out
functions that developers may find challenging to understand. As a result, we obtained a set of 30
test functions for evaluation.

We built DomCoder based on CodeLlama-7B and applied it to complete the selected test functions.
We test the kg-GPT strategy which demonstrates the best performance in the quantitative study
and is easier to deploy. We measure the performance using two metrics: (1) task relevance, which
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Table 8. Performance of DomCoder in the Industry Study

Model Task relevance Semantic correctness
CodeLlama-7B (zero-shot) 20/30 6/30
- w/ DomCoder (kg-GPT) 28/30 18/30

means that the generated content satisfies the intention in the function signature, and (2) semantic
correctness, which means that the implemented function body is semantically correct. We asked
three developers from the relevant team in Tencent to rate the evaluation criteria independently.
Conflicts were resolved through discussion until a consensus was reached.

The results are presented in Table 8. We find that DomCoder significantly enhances the quality of
generated code. The semantic correctness of the generated code by DomCoder is triple that of the
code generated by the original CodeLlama-7B. The results confirm the effectiveness of DomCoder
in wider application scenarios and metrics in the industry.

5 Discussions
5.1 Future Directions
Based on our findings, we suggest three possible future directions for domain-specific code genera-
tion by LLMs.

First, programming knowledge can extend beyond API documentation. We suggest future re-
search to consider more sources of domain knowledge in the design of prompts and the integration
of knowledge. Regarding syntax, more comprehensive information about third-party libraries
could be helpful, including class descriptions, relationships between classes, and other relevant
information. For code semantics, descriptive and explanatory information from sources like Stack
Overflow could be useful. Moreover, knowledge about a certain domain such as workflows and
code templates could also be useful.

Second, results on RQ2 demonstrate that docstrings also play an important role in the design of
prompts. But this presents a new challenge of increasing the code length. In addition, the ability
to understand and generate natural language descriptions is relatively limited for code-oriented
models. We suggest future research to design better mechanisms to integrate knowledge into code,
bridging the information gap between programming language and natural language. For example,
we can consider pre-training tasks that jointly predict code and knowledge.

The results of the kg-GPT strategy suggest that a separate knowledge enquirer can be an
effective way to incorporate knowledge with code. In the future, researchers can focus on de-
signing more sophisticated knowledge inquirers. For example, they can build a QA or search
engine that detects any factual knowledge and provides the prompt during the code generation
process.

The results also show that CoT is an efficient way to incorporate knowledge into LLMs in both
fine-tuning and usage stages. In the future, researchers could explore integrating knowledge in the
early stage of LLM training. Instead of training a casual language model on plain code, they could
augment code with API knowledge and use it in pre-training. They could also decompose source
code into sub-modules, each representing a specific sub-activity, and generate the modules in a
certain order as a simulation of CoT.

5.2 Threats to Validity
The empirical study in this research investigates three LLMs. In particular, the code-specific LLMs
we studied are limited to a parameter size not exceeding 2.7B. Considering the rapid development
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of LLMs, the LLMs studied in this article may not fully represent all the latest advancements in
large-scale models. Furthermore, while our investigation primarily focuses on code generation
tasks in the domains of Web and game development, it is essential to recognize that code generation
is a ubiquitous task across a wide range of domains. Therefore, the findings obtained from the two
particular domains can potentially offer general insights applicable in various contexts. Regarding
the evaluation metrics, we have utilized BLEU and CodeBLEU. Although these two metrics are
widely used in code intelligence research, they may not fully represent human experience.

6 Conclusion
In this article, we conduct an empirical study on domain-specific code generation by LLMs. Our
study finds that LLMs such as ChatGPT exhibit sub-optimal performance in generating domain-
specific code, and adding knowledge prompts about domain libraries improves the performance.
To further investigate how to incorporate API knowledge into LLMs, we design three experimental
strategies to automatically prompt LLMs, including inquiring about an external kg-GPT, CoT-PT,
and CoT-FT. Our experimental results show the effectiveness of knowledge integration in both
zero-shot and fine-tuning settings. We hope our study can inspire future work on improving the
code generation capabilities of LLMs for specific domains.
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